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Introduction

Predicting continuous outcomes such as sound

perception often requiresmachine learningmodels.

For small to medium datasets, nested k-fold

cross-validation (CV) is recommended for model

tuning, selection, and evaluation [1]. When dealing

with data grouped by subjects or measurements,

group-based splitting is crucial to prevent data

leakage. scikit-learn [2] lacks built-in support

for nested group-k-fold CV, necessitating custom

implementations.

Our solution is flexcv, an open-source Python

package providing essential CV tools, including

nested group-k-fold splitting, for robust analysis of

continuous outcomes and grouped data.

Features

•Model üxed and mixed eûects, including slopes

•Fit and evaluate multiple models in one run

•Tune hyperparameters eþciently with Optuna [3]

•Employ your own objective functions for

hyperparameter tuning, e.g. to adapt to domain

speciüc goals or penalize overütting

•Use group-based split strategies for inner folds

•Split the data with stratiücation for continuous

outcomes, i.e. to ensure outcome distribution

•Apply correction for mixed eûects to any

non-linear model with MERF [4]

•Scale outer and inner folds independently, i.e.

without leaking distribution information

•Perform repeated CV to reduce variance

•Track your experiments (no plot is left behind)

•Store your model conügurations in YAML üles

•Use under MIT license

Easy to use

In this example we evaluate a random forest with

nested group-k-fold CV. The class interface allows

you to write setup code that is expressive and easy

to read. You can use method chaining to deüne

your experiment. This scheme provides helpful

hints in your code editor and reduces imports.

from flexcv import CrossValidation, RepeatedCV

from flexcv.synthesizer import generate_regression

from sklearn.ensemble import RandomForestRegressor

from optuna.distributions import IntDistribution

# generate a randomly grouped example dataset

X, y, group, _ = generate_regression(n_groups=5)

# we will tune the max tree depth of the RandomForest

params = {"max_depth": IntDistribution(5, 100)}

results = (

CrossValidation() # or use RepeatedCV()

.set_data(X, y, group)

.set_splits("GroupKFold", "GroupKFold") # nested group strategy

.add_model(RandomForestRegressor, requires_inner_cv=True, params=params)

.perform()

.get_results()

)

Variance in the cross validation estimator can be

reduced by performing repeated CV [5]. We simply

replace CrossValidation with the RepeatedCV class.

Optimization

Hyperparameters of machine learning algorithms

can be tuned with the integration of Optuna. It

allows eþcient sampling from the search space and

often ünds a good optimum in a fraction of the time

consumed by a grid search. In this ügure, we use

Optuna to minimize the Rosenbrock function1:
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Logging & Analysis

We use Neptune [6] to track experiments. You can

log data, models, metrics & statistics, and ügures.

Here are two examples of how you can leverage

your experiment logs for analysis:

1. Find problems in your model üt with regression

diagnostics. This XGBoost model clearly overüts

on the training set of a speciüc fold and needs

regularization:

2. SHAP plots let you observe the importance of

predictors, even for complex machine learning

models. In this example, X1 seems to have the

greatest impact on model output. We might also

consider building a model without X2 and X0,

since their SHAP values are poorly distributed:
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1f (x, y) = (a − x)2 + b ∗ (y − x2)2. Here a = 1, b = 100. Local minimum at (1, 1). We sampled 250 pairs (x, y) from the search space S = {(x, y) | −3 ≤ x ≤ 3,−3 ≤ y ≤ 3} using the TPE sampler in Optuna. The lowest function value was yielded in trial 235 (f (x, y) < 0.002).
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